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In this chapter, we'll take a look at various additional topics which are generally covered in a
differential equations course, in no particular order.

0.1 Series Solutions for Second Order Linear Homogeneous Equations

We look at the equations of the form:

P(x)y" + Q(z)y' + R(x)y =0

Where P, Q, R are functions have convergent power series around a point zy. For simplicity sake,
P,Q, R are generally restricted to polynomials in an intro differential equations course, and we
assume that there is no common divisor for P, Q, R.

Definition: z is called an ordinary point if P(z,) # 0.

From continuity, we know that there is a small interval where xy # 0. In that interval, we divide
through to get the differential equation:

Y’ +px)y +q(z)y =0

And the coefficients are then continuous. Therefore, there exists a unique solution for given
initial conditions in the interval.

Definition: z is called an singular point if P(z) = 0.
At a singular point, the coefficients p, ¢ are not continuous, and solutions are not guaranteed.

We want to find solutions of the form:

o0
Y= Z an(x — x0)"
n=0

It may be helpful to review some basic facts about power series. We assume that there is some
radius of convergence p > 0 so that if |z — zg| < rho, the series converges at z. In the interval
of convergence, we can deal with power series term by term -- treating them essentially like
polynomials.



Example Let's try to solve the differential equation:

y'+y=0

At the point ¢t = 0, which we know has solutions cost,sint. Assume our solution is of the form

(o]
y = Y. apz™, and substitute into the equation. Note that power series can be differentiated
n=0

term by term:

y'+y=0

We can take derivatives to get:

oo
Yy = Z n(n —Daz™ "
n=0

And renumbering the indices, we can rewrite:

o0

y' =) (n+2)(n+ang22"

n=0
Adding together the series for " + y, we arrive at the following equation:
g tog geq

oo

y'+y = Z [(n+1)(n+ 2)ani2 + an]z”

n=0

It is not hard to see that for this power series to be 0, each coefficient must be 0 (to prove this, set
x = 0 and thus the first coefficient is zero, take the derivative, and repeat this process). Therefore,
we have the recurrence relations given by:

a,
2T T Dt 2)

We can solve for ag,a; by giving initial conditions for y,3’. Now, let's for example, look at the
first few even terms:

_ (=1Dao
2T
~ (=1)%ag
“TL3 2
(—1)%ao
ag = ——————
6-5-4-3-2-1
In general, this pattern gives:
_1)2n
agn = a
2 R0 o)



But these are exactly the coefficients for the power series of ag cos ! Looking at the odd coeffi-
cients, we similarly get the coefficients for the power series of a; sinz. So we can indeed write
our series solution:

Yy = agCosx + aj sinx

Just as we expected. Note that this sort of thing doesn't always happen. However, in many
cases it may be useful to compute quite a few coefficients to get a reasonable approximation of
solutions. In the non-homogeneous case, this is essentially the technique used in Fourier series,
but that topic is generally covered in a partial differential equations course.

Generalizations We considered the problem of equations of the form:

P(z)y" + Q(x)y’ + R(x)y =0

Where P,Q, R are polynomials, P(zg) # 0, which we defined as an ordinary point. We wish to

find more general conditions under which a solution exists.

Assume that we have a solution y = f(z) = Y an(xz — z0)™ which converges for |z — z¢| < p.
n=0

Taking the mth derivative f(™) and setting = = z(, we get the equation:

f(m) (z0) = mlay,

So the problem of finding the coefficients of a series solution reduces to the problem of finding
£ for some solution y = f(x) to the differential equation. But we know that:

P(x)f" +Q(x)f + R(z)f =0
" =—plx)f —qx)f

Where as before, p = Q/P,q = R/P. In particular at z = xy, we have:

f"(xo) = —=p(x0) f'(w0) — q(w0) f (x0)

And therefore, if we are given initial conditions y(zg), ¥’ (x¢), then we can solve for ay in our power
series.

Similarly, we can differentiate the above expression to obtain:

f"==1df+ @+ +pf"]

And thus, if p,q can be differentiated, then we can solve for the third coefficient a3 since all
the quantities above are known at z = xy. This motivates the condition we need to guarantee
the existence of the power series solution. We don't just require that p, q can be differentiated
infinitely many times, we also require that their power series converge.

Definition: A function f(x) is analytic at f(z() if it has a Taylor series expansion which converges
to f(x) in some interval around z.



This motivates a stronger definition for ordinary points.

Definition: A point x = z of a differential equation is ordinary if p(z), ¢(x) are analytic at z;
otherwise, x is said to be a singular point.

Finally, the following theorem connects our new definition of an ordinary point to the existence
of solutions.

Theorem

If zo is an ordinary point of the above differential equation:

P(z)y" + Q(x)y + R(x)y =0

then, the general solution of the differential equation can be written:

Y= Z an(z — 20)" = agy1(x) + ary2(x)

n=0

Where y,y2 are a fundamental set of solutions which are both analytic at 25. The
radius of convergence of i1, y» is at least as large as the minimum radius at which the
series p, ¢ both converge.

This theorem tells us that at an ordinary point (one where the coefficients are analytic), two
series solutions exist, which form a set fundamental solutions. Furthermore, as long as p, g both
converge at a point, y1, y» also converge at that point.

In general, once we have found a bound on our radius of convergence, the idea is to substitute

(o)
y =Y an(z — o)™ into the differential equation and see what kinds of conditions we can place
n=0

on the coefficients.

0.2 Cauchy-Euler Equations

A Cauchy-Euler equation is of the form:

anz™y™ + ap_ 12"y 4+ gy =0

We will consider constant coefficient equations at first. Take a second order equation of the
form:

22y 4+ azy’ + by =0

We assume that z > 0. Our guess of a solution looks like y = 2" for some integer r, since in each
term, we take n derivatives and multiply by z™. In the case z < 0 we would similarly substitute
—x", or in general substitute |z|" it In particular, we get:



22y + axy +by =0

r(r—1z" +arz” +bz" =0

[r(r—1)+ar+blz"=0
Assuming z # 0, we now are left with a characteristic equation for r. This all should look very
familiar to you, as it's an almost identical process to the constant coefficient homogeneous equa-

tions we studied earlier, where we subtituted in a trial solution y = e”?. Since e*” = ¢'?, this clues
us into a substitution we can make.

In the above equation, let z = e!, which we can do so long as z > 0; then the equation becomes
a differential equation in terms of ¢. With some use of the chain rule, we indeed get:

y'+ay +by=0
Which is a constant coefficient equation with the same characteristic equation which we know
how to solve. Now we can look at solutions of the Cauchy Euler equation by looking at the roots

of the characteristic equation.

* For areal repeated root, y = €™, te" t%e™, etc. Substituting in z = ¢, we have:

y=2a",(Inx)z", (Inz)%a", ...

* For a complex root, y = e cos bt, e* sin bt, etc. Substituting in = = ef, we have:

y=a"cos(blnz),z"sin(blnz),z"(Inz) cos(bInz),z"(Inz)sin(blnz),...

And you can check that these solutions are linearly independent. To obtain the result for z < 0,
we can simply do a coordinate transformation & = —z and reduce to the earlier case. You can
check that in the above formulas, we need only replace z with |z| to get a solution for all cases.

0.3 The Laplace Transform

The Laplace Transform is a method of transforming a problem in one domain to a problem in
another. Once we have solved the transformed version of a differential equation, we can use the
inverse transformation to get a set of solutions. We define:

Definition: Let f(t) be defined for¢ > 0. Then we define the Laplace Transform F'(s), or L{f(¢)},
to be the improper integral:

L0} = Fo) = | T et f (1)t

0

The following theorem gives us conditions for which the Laplace transform is well-defined.



Theorem

Let f be piecewise continuous on 0 < t < A, for any A. Furthermore, suppose there
exists a positive value M so that forallt > M, we have: |f(t)| < Ke®, forsome K > 0
and a real. Then, the Laplace Transform L£{f(¢)} exists for all s > a.

This theorem essentially tells that for some large enough value, we need f(t) to not overpower
e, which is a reasonable condition to have. The proof is using basic calculus.

One important property of the Laplacian is that it is linear, meaning Llaf + bg] = aL[f] + bL[g],
for any constants a, b and functions f, g. This follows from the fact that integration is linear. Fur-
thermore, we assume the inverse of the Laplace transform is well-defined, though we will not
prove it.

0.3.1 Table of Laplace Transforms

The following table gives a few of the useful Laplace Transforms that we can use to solve differ-
ential equations.

f(t) F(s) = L[f ()] = F(s)

e f(t) F(s—a)
1 1
eat f
t s
sin bt ﬁ
cos bt ﬁ

- "2
tsin bt W

2

t cos bt 7(3524:;2)2
f'(t) sF(s) — f(0)

f'(t)  s*F(s) = sf(0) — £(0)

A key point here is that if you look at derivatives, the Laplace transform turns a differential equa-
tion into an algebraic equation, which are in general far easier to solve.

Example Let's solve our prototypical example:

y' +y=0

With initial conditions y(0) = 1,4'(0) = 0. We already know the solution is cosz. Taking the
Laplace transform of both sides using our table, we get:

s°F(s) = sy(0) = /(0) + F(s) = 0(s* + 1) F(s) = sF(s) =

And indeed, F(s) is the Laplace transform of cos z, as we expected.

This example may seem fairly trivial; Laplace transform only truly becomes useful when dealing
with non-continuous quantites. We take a look at two important such cases.



0.3.2 Heaviside Function

We define the Heaviside or step function:

uc(t):{() t<c

1 t>¢

We can use this to create a “step up - step down'' function. For example, if we wanted a function
which was zero everywhere except in the region a < t < b, we can simply use the difference
ua (t) — up(t).

We determine the Laplace transform of the Heaviside function by integration.

Lluc(t)] = /000 e S, (t)dt

00
= / e stdt
C

e—CS

S

One application of the Heaviside function is to translate a function. Look at the product u.(t) f (t—

c):

ft—c) t>c¢

ue(t)f(t — ¢) = {O e

So we have essentially translated f over to the right by ¢. You can check that the Laplace trans-
form gives:

Lluc)s (e - o) = | T et — ot

0
=e “F(s)

So translating a function to the right by c results in multiplying its Laplace transform by e~¢5.

These types of shapes occur often in signal processing, which is when the Laplace transform is
the most useful.

0.3.3 Dirac Delta Function

We define the Dirac delta function 4(¢):

1 " f06() = £(0)

We can interpret the Dirac delta function (which is not technically a function) as a function which
is zero everywhere except the origin, where it is infinite. We can construct it as the limit of a
step-up, step-down function:



5t — ) = lim (e (£) — e (1)

Now using this definition, we can integrate and get the Laplace transform of the Dirac delta

function:

CI5(t — )] = /0 T et — )t

— e*CS

And indeed, we have L[i(t)] = 1.

For nonhomogeneous linear equations where the right hand side is discontinuous, we can often
use the Laplace transform to make the problem easier to solve, though generally we may need
to use some algebraic tricks such as partial fractions and completing the square.

0.4 The Matrix Exponential

Recall that earlier when we were dealing with the matrix system:

2 = Az

And where A was diagonalizable, we were able to uncouple our equations and get n separate
linear equations. However, in that section we mentioned there was an easier method, which
involves something called the matrix exponential.

Theorem

Suppose we have the equation:

2 = Az

With A as a constant matrix, and the initial condition given by x(0) = x,. Then the
solution is given by:

Tr = €Ath(]

Where e is the matrix exponential.

This can be seen by analogy with the one dimensional case. Suppose we had:

For some constant a, and 2:(0) = zy. Then the solution, by integration, is z = Ce® for some
constant C. Using the initial condition gives C' = x.



0.4.1 Defining the Matrix Exponential

We use the definition of the one dimensional exponential:

e =1+at+ (at)®/2-- = i (at)"

We can define the matrix exponential in a similar way:

(A)*
!

eM =T+ At+ (At)?/2-- =
k=0

The matrix exponential enjoys many properties which we associate with the exponential. We will
list a few of the useful ones here:

o V=1

o (aX X _ atby

o deAt = AeMX

e If Ais diagonalizable,i.e. A = SDS™?, then et = SeP S,

o det(e?) = (A

Where tr refers to the trace of A. The first three properties can be proved using direct computa-
tion. Note that the first property tells us that when we constructed a fundamental matrix so that
X (0) = I, we indeed had a matrix which was a matrix exponential. The final property is called
Jacobi's formula and requires an involved proof we won't get into here.

With some knowledge of linear algebra, we can generalize the above property for diagonalizable
matrices to all matrices using the Jordan normal form. The exercise of computing the matrix
exponential of a Jordan normal form is left to the reader, but the key point is to compute each
block separately and break each block into the sum of a diagonal matrix and another matrix.

We can use the matrix exponential to generalize the method of integrating factors.
0.4.2 The Non-homogeneous Case
Suppose instead we have a system which looks like:

' =Ax+b

And again, A is constant. We attempt to multiply both sides by e~4? (an integrating factor) to
obtain:

e_Atx’ _ AB_AtI — e—Atb

The key here is that the matrix exponential works like the regular exponential, and so the left
hand side becomes an instance of the product rule:

10



d
a(eﬂ“a}) =e

Integrating, we have:

T = eAt/e_Atb

Thus, the matrix exponential, if it can be easily computed, can be used to efficiently solve homo-
geneous or non-homogeneous matrix systems with constant coefficients.

0.5 Systems of Nonlinear Differential Equations

We begin with the one dimensional case. Suppose we are working with a non-linear differential
equation of the form:

We say that z is a fixed point or equilibrium point if f(zo) = 0. The reason behind this term is
because if we set z(0) = g, then 2/(0) = 0; indeed the derivative never changes, and x remains
constant forever.

We next consider what happens under small perturbations; will z eventually return to its stable
point or will it shoot off to infinity? We let = z + €(t), where €(t) starts out small. Note that
' =€, and f(z) = 0, so we can use Taylor series to get the first few terms of €

/

2
2 =&~ ef'(w0) + 5 " (a0)
We ignore the second term, to get:

¢ =ef'(xo)

e~ ef (@0)
So we can summarize the above discussion as follows: - If f/ > 0 at an equilbirium point, then a

small perturbation will blow up exponentially, and we say such a point is unstable.

e If f/ < 0 at an equilbirium point, then a small perturbation will decay exponentially, and we
say such a point is stable.

e If f/ =0 at an equilbirium point, then a small perturbation will lead to neither exponential
decay nor exponential growth, and we say such a point is marginally stable.

We can indeed try to find an approximate solution to such an equation near an equilbrium point
by calculating the first few terms of the Taylor series for f(z).

11



0.5.1 Two Dimensions

We move on to the two dimensional case, where we have:

F(x,y)
G(z,y)

fL'/
y/
Here, we have both z and y are functions of ¢, but the functions F, G only depend on z,y. We
call such a system an autonomous system.

Again, we define an equilibrium point as F(z,y) = G(z,y) = 0.

To get a qualitative idea of what the solutions look like, we can plot x,y for various values and
draw vectors indicating the direction of change at each point. This is called a phase plane
diagram, and is particularly useful in physics, where we can plot for example position and velocity.

To find an approximation F, G near an equilibrium point, we use the nearest linear approximation
to the pair of functions at that point. In one dimension, this would be simply the derivative. In
two dimensions, we use the Jacobian:

oF oF

_ | o0z 15}
A=15¢c ok
ox oy

We evaluate this matrix at a particular equilibrium point zg, 9. Using something like a Taylor
series, we get the following differential equation

R

Yy Y—Yo

0.5.2 Types of Equilibrium Points

As in the one dimensional case, the behavior of our system near an equilibrium point depends
on the first derivative. In particular, we look at the eigenvalues of the Jacobian matrix A. We
have the following definitions:

Eigenvalues

Type of Equilbrium Point

Real, negative
Real, positive
Opposite sign

Complex with negative real part
Complex with positive real part

Complex with zero real part

Stable node
Unstable node
Saddle
Stable spiral
Unstable spiral
Stable center

These definitions come from the types of shapes the system makes in the phase plane.

For example, if the eigenvalues are both pure imaginary, then we know from Chapter 4 what the
fundamental solutions to this system look like. Let the eigenvalues be called . Then we have
two fundamental solutions:

12



T1 = vy cos ut
To = vy Sinut

For some vector v; which is the imaginary part of an eigenvector. This means every solution
x = (x,y) looks like:

x = (acos ut + bsin ut)v;

And as we plot this in the phase plane, we get nothing more than an ellipse.

13
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